05/03 Meeting

Points to go over:

* Cleaned up dataset even more
* Have top scoring sentences for each label according to RoBERTa
  + Just got them, not identified any patterns yet(should I do that)
  + Still some minor cleaning up to do

Minutes:

* Plot sentence scores on histogram for RoBERTa
* Then train Llama, get sentences, plot scores
* Also get confusion matrices, can get articles/sentences it messes up on.
* Since dataset is a big part, include some more citations about datasets in background